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Overview

Goal:
Does word-order divergence affect Mul lingual Neural Machine Transla on?
Improve MT performance between source language (A) and target language (B)
(A→ B)

Assump ons:
Very less or no parallel corpus exists between languagesAand B
However, very large parallel corpus exists between languagesCand B
Assis ng source language (C)has different word-order compared to source language (A)

Contribu on:
Show word-order divergence affects Mul lingual Neural Machine Transla on
Pre-ordering assis ng source language (C) sentences to match the word-order of source language
(A) sentences leads to be er Mul lingual NMT performance
Beneficial for extremely low-resource languages with very small or no parallel data

Motivation

Language divergence could however negate the benefits from mul lingual learning leading to drop in
performance
Specifically, the word-order divergence between assis ng-source and source languages

Figure 1: Encoder Representa ons for English sentences with and without Pre-Ordering
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Weaddressword-orderdivergencebetweensourcelanguagesasopposedtopreviousworkswhichad-
dresseddivergencebetweensourceandtargetlanguages.

Experimental Setup

Task Indian Languages → Hindi
SourceLanguages 1. Bengali 2. Gujara 3. Marathi 4. Malayalam 5. Tamil
AssistingSourceLanguageEnglish (SVO)

CorpusSize
English→Hindi 1.46 M sentences (Kunchuku an et al. (2018))
IndianLanguages→Hindi 44.7 K sentences (Jha (2010))
TestDataSize 2K sentences (Jha (2010))

Network Experiment with both Bi-LSTMs and Transformer networks

Pre-OrderingRules Generic Pre-Ordering Rules (G) (Ramanathan et al. (2008))
Hindi-Tuned Pre-Ordering Rules (HT) (Patel et al. (2013))

WordEmbeddings English Fas ext embeddings

Word Translate source language data to English using Google Translate

Results

Pre-orderingperformsbetterthannopre-orderedsystemusingBi-LSTMencoderdecoders.
Language BLEU LeBLEU(%)

No
Pre-Order

Pre-Ordered No
Pre-Order

Pre-Ordered
HT G HT G

Bengali 6.72 8.83 9.19 37.10 41.50 42.01
Gujara 9.81 14.3413.90 43.21 47.36 47.60
Marathi 8.77 10.18 10.30 40.21 41.49 42.22
Malayalam 5.73 6.49 6.95 33.27 33.69 35.09
Tamil 4.86 6.04 6.00 29.38 30.77 31.33

Table 1: Transfer learning results for X-Hindi pair using Bi-LSTM model, trained on English-Hindi corpus and sentences from X word
translated to English. HT: Hindi-tuned Pre-ordering Rules, G: Generic Pre-ordering Rules

Pre-orderingperformsbetterthannopre-orderedsystemevenwhenTransformernetworksareused.
Language PositionalEncoding NoPositionalEncoding

No
Pre-Order

Pre-Ordered No
Pre-Order

Pre-Ordered
HT G HT G

Bengali 6.03 8.61 8.16 4.07 4.52 4.05
Gujara 8.43 12.2011.01 4.94 5.71 5.08
Marathi 6.96 9.16 8.68 4.40 5.07 5.03
Malayalam 4.37 5.69 5.08 3.56 4.08 3.63
Tamil 3.89 5.08 4.64 2.71 3.14 2.82

Table 2: Transfer learning results (BLEU Score) for X-Hindi pair using Transformer networks, trained on English-Hindi corpus and
sentences from X word translated to English. HT: Hindi-tuned Pre-ordering Rules, G: Generic Pre-ordering Rules

WhenSource-Target parallelcorpusisavailable,thefine-tuned(nopre-ordered)modelperformsalmostas
goodasthepre-orderedmodel

Corpus
Size

No
Transfer
Learning

No
Pre-Order

Pre-Ordered
HT G

Bengali
- - 6.72 8.83 9.19

500 0.0 11.40 11.4911.00
1000 0.0 13.71 13.8413.62
2000 0.0 16.41 16.7916.01
3000 0.0 17.44 18.42† 17.82
4000 0.0 18.86 19.1718.66
5000 0.07 19.58 20.15† 19.82

10000 1.87 22.50 22.9222.53

Corpus
Size

No
Transfer
Learning

No
Pre-Order

Pre-Ordered
HT G

Gujarati
- - 9.81 14.34 13.90

500 0.0 17.27 17.11 17.75
1000 0.0 21.68 22.12 21.45
2000 0.0 25.34 25.73 25.63
3000 0.29 27.48 27.77 27.83
4000 0.82 29.20 29.49 29.51
5000 0.0 29.87 31.09† 30.58†

10000 1.52 33.97 34.25 34.08

Table 3: Transfer learning results (BLEU Score) using Bi-LSTM model for Indian Language-Hindi pair, fine-tuned with varying number
of Indian Language-Hindi parallel sentences. †Indicates sta s cal significance between Pre-ordered and No Pre-ordered results.

English the treatment of migraine is done in two ways

Gujarati
(Original) માઈ ેનની સારવાર બે રીતે કરી શકાય છે.

Gujarati
(WordTranslate) migraine treatment two the way doing be done is there .

Hindi
(Reference) माइगर्ेन का टर् ीटमेंट दो तरह से िकया जाता है ।

(WordTranslate) migraine of treatment two kind from did go is .

NoPre-Order <unk> उपचार दो पर्कार से िकया जाता है ।
upachAra do prakAra se kiyA jAtA hai .

<unk> treatment two kind from did go is .

Pre-ordered(HT) माइगर्ेन का उपचार दो तरह से िकया जाता ह।ै
mAigrena kA upachAra do prakAra se kiyA jAtA hai.
migraine of treatment two kind from did go is .

Table 4: Sample output generated by our Gujara -Hindi NMT model. Text in red: phrases dropped by the no pre-ordered model.

Conclusion

Pre-ordering the assis ng language to match the word order of the source language significantly improves
transla on quality in an extremely low-resource se ng.
Alterna vely, fine-tuning on a small source-target parallel corpus is sufficient to overcome word order
divergence.

Future Work

Validate the hypothesis on a more diverse set of languages and other word-order divergence Tarscenarios.
Alterna ve methods to address word-order divergence which do not require expensive parsing.
Apply to other mul lingual NLP problems.
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